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Error-corrected quantum annealing
with hundreds of qubits
Kristen L. Pudenz1,2,3, Tameem Albash2,4 & Daniel A. Lidar1,2,4,5

Quantum information processing offers dramatic speedups, yet is susceptible to

decoherence, whereby quantum superpositions decay into mutually exclusive classical

alternatives, thus robbing quantum computers of their power. This makes the development of

quantum error correction an essential aspect of quantum computing. So far, little is known

about protection against decoherence for quantum annealing, a computational paradigm

aiming to exploit ground-state quantum dynamics to solve optimization problems more

rapidly than is possible classically. Here we develop error correction for quantum annealing

and experimentally demonstrate it using antiferromagnetic chains with up to 344

superconducting flux qubits in processors that have recently been shown to physically

implement programmable quantum annealing. We demonstrate a substantial improvement

over the performance of the processors in the absence of error correction. These results pave

the way towards large-scale noise-protected adiabatic quantum optimization devices,

although a threshold theorem such as has been established in the circuit model of quantum

computing remains elusive.
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C
ombinatorial optimization problems are of great interest
in both complexity theory and practical applications,
and are also notoriously difficult to solve1. Quantum

computing harbours the promise of dramatic speedups over its
classical counterpart2, yet it cannot function on a large scale
without error correction3. Quantum annealing, a form of
quantum computing tailored to optimization that can be more
efficient than classical optimization4–6, also requires error
correction. Quantum annealing is an alternative to classical
simulated annealing, an approach to optimization based on the
observation that the cost function of an optimization problem can
be viewed as the energy of a physical system, and that energy
barriers can be crossed by thermal hopping7. However, to escape
local minima it can be advantageous to explore low-energy
configurations quantum mechanically by exploiting super-
positions and tunnelling. Quantum annealing is based on this
idea and was originally introduced as an algorithm designed to
solve optimization problems such as minimizing multi-
dimensional functions8 or finding the ground states of classical
spin Hamiltonians9. Quantum annealing is closely related to
adiabatic quantum computation10,11, a paradigm that is com-
putationally universal (hence, not limited to optimization) and is
equivalent in computational power to the standard circuit model
of quantum computation up to polynomial overhead12,13. The
physical realization of the quantum annealing algorithm14–17 is
called a programmable quantum annealer (PQA).

Numerous experiments have demonstrated the utility of
quantum error correction in gate-model quantum computing
with up to nine qubits using, for example, NMR18,19, trapped
ions20,21, optical systems22,23 and superconducting circuits24.
However, such demonstrations require far more control than is
available in PQA. Similarly, most error correction or suppression
methods developed for adiabatic quantum computing25–28

beyond a classical repetition code16 require operations that are
not included in the PQA repertoire. Furthermore, an accuracy-
threshold theorem, such as exists for circuit model quantum
computing29–31, is still lacking for adiabatic quantum computing.
Thus, it remains an open theoretical question whether a noisy
PQA can accurately simulate an ideal PQA for arbitrary large
optimization problems.

In spite of these obstructions, here we develop and demonstrate
an error correction method for PQA. This method can improve
the success probability of quantum annealing, while full-fledged
fault tolerance remains an open problem. We provide an
experimental demonstration using up to 344 superconducting
flux qubits in D-Wave processors17,32, which have recently been
shown to physically implement PQA33–37. At this time, there is
no conclusive evidence that the D-Wave processors can
outperform the best classical algorithms, and the question
remains the subject of considerable debate38,39. The qubit
connectivity graph of these processors is depicted in Fig. 1a.

Results
Quantum annealing and computational errors. Many hard and
important optimization problems can be encoded into the lowest
energy configuration (ground state) of an Ising Hamiltonian

HIsing ¼
XN

i¼1

hisz
i þ

XN

ioj

Jijsz
i s

z
j ; ð1Þ

where each si
z¼±1 is a classical binary variable, and the

dimensionless local fields h:¼ {hi} and couplings J:¼ {Jij} are the
‘programmable’ parameters that specify the problem40,41. In PQA
the solution of the optimization problem is found by replacing the
classical variables by N quantum binary variables (qubits) that

evolve subject to the time-dependent Hamiltonian

H tð Þ ¼ A tð ÞHX þB tð ÞHIsing; t 2 0; tf
� �

: ð2Þ

Here HX¼
PN

i¼1 s
x
i is a transverse-field Hamiltonian, sz

i and
sx

i denote the spin 1/2 Pauli operators whose eigenstates
are, respectively, |0S, |1S and |±S¼ (|0S±|1S)/

ffiffiffi
2
p

, with
eigenvalues ±1. A(t) and B(t) are time-dependent functions
(with dimensions of energy) satisfying A(tf)¼B(0)¼ 0, and tf is
the annealing time. A physical PQA always operates in the
presence of a thermal environment at temperature T. Provided
A(0)ckBT, the PQA is initialized in the ground state of HX,
namely, the uniform superposition state (|0?0S þ ? þ
|1?1S)/

ffiffiffiffiffiffi
2N
p

. Provided B(tf)ckBT, the final state at the end of
the annealing process is stable against thermal excitations when it
is measured. If the evolution is adiabatic, that is, if H(t) is a
smooth function of time and if the gap D:¼mint2 0;tf½ �E1(t)� E0(t)

between the first excited-state energy E1(t) and the ground-state
energy E0(t) is sufficiently large compared with both 1/tf and T,
then the adiabatic approximation for open systems42–45

guarantees that the desired ground state of HIsing will be
reached with high fidelity at tf. However, hard problems are
characterized by gaps that close superpolynomially or even
exponentially with increasing problem size10,11,46. If the gap is too
small, then both non-adiabatic transitions and thermal
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Figure 1 | Unit cell and encoded graph. (a) Schematic of one of the 64 unit

cells of the DW2 processor; unit cells are arranged in an 8� 8 array

forming a ‘Chimera’ graph between qubits (see Methods). Each circle

represents a physical qubit and each line a programmable Ising coupling

sz
i s

z
j . Lines on the right (left) couple to the corresponding qubits in the

neighbouring unit cell to the right (above). (b) Two ‘logical qubits’ (i, red

and j, blue) embedded within a single unit cell. Qubits labelled 1–3 are the

‘problem qubits’, the opposing qubit of the same colour labelled P is the

‘penalty qubit’. Problem qubits couple via the black lines with tunable

strength a both inter- and intraunit cell. Light blue lines of magnitude b are

ferromagnetic couplings between the problem qubits and their penalty

qubit. (c) Encoded processor graph obtained from the Chimera graph by

replacing each logical qubit by a circle. This is a non-planar graph (see

Methods for a proof) with couplings of strength 3a. Green circles represent

complete logical qubits. Orange circles represent logical qubits lacking their

penalty qubit (see Methods). Red lines are groups of couplers that cannot

all be simultaneously activated.
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excitations can result in computational errors, manifested in the
appearance of excited states at tf. While the non-adiabatic
transition rate can in principle be suppressed to an arbitrarily
high degree by enforcing a smoothness condition on the
annealing functions A(t) and B(t)47, thermal excitations will
cause errors at any non-zero temperature. In addition, even if D is
large enough, inaccuracies in the implementation of HIsing may
result in the evolution ending up in the ‘wrong’ ground state.
Overcoming such errors requires error correction.

Quantum annealing correction. We devise a strategy we call
‘quantum annealing correction’ (QAC), comprising the intro-
duction of an energy penalty (EP) along with encoding and error
correction. Our main tool is the ability to independently control
pairwise Ising interactions, which can be viewed as the generators
of the bit-flip stabilizer code48. We first encode HIsing, replacing
each sz

i term by its encoded counterpart sz
i ¼

Pn
‘¼1 s

z
i‘ and each

sz
i s

z
j by sz

i s
z
j ¼

Pn
‘¼1 s

z
i‘s

z
j‘ , where the subindices c refer to the

problem qubits as depicted in Fig. 1b. After these replacements
we obtain an encoded Ising Hamiltonian

�HIsing ¼
X�N

i¼1

hisz
i þ

X�N

ioj

Jijsz
i s

z
j ; ð3Þ

where �N is the number of encoded qubits.
This encoding allows for protection against bit-flip errors in

two ways. First, the overall problem energy scale is increased by a
factor of n, where n¼ 3 in our implementation on the D-Wave
processors. Note that since we cannot also encode HX (this would
require n-body interactions), it does not directly follow that the
gap energy scale also increases; we later present numerical
evidence that this is the case, so that thermal excitations will be
suppressed. Second, the excited-state spectrum has been labelled
in a manner that can be decoded by performing a post-read-out
majority vote on each set of n problem qubits, thereby error-
correcting non-code states into code states to recover some of the
excited-state population. The (n, 1) repetition code has minimum
Hamming distance n, that is, a non-code state with more than
In/2m bit-flip errors will be incorrectly decoded; we call such
states ‘undecodable’, while ‘decodable states’ are those excited
states that are decoded via majority vote to the correct code state
(see Methods for details of the code and non-code states).

To generate additional protection, we next introduce a
ferromagnetic penalty term

HP ¼ �
X�N

i¼1

sz
i1
þ :::þsz

in

� �
sz

iP
; ð4Þ

the sum of stabilizer generators of the nþ 1 qubit repetition code,
which together detect and energetically penalize25 all bit-flip
errors except the full encoded qubit flip. The role of HP can also
be understood as to lock the problem qubits into agreement with
the penalty qubit, reducing the probability of excitations from the
code space into non-code states; see Fig. 1b for the D-Wave
processor implementation of this penalty. The encoded graph
thus obtained in our experimental implementation is depicted in
Fig. 1c.

Including the penalty term, the total encoded Hamiltonian we
implement is

�H tð Þ ¼ A tð ÞHX þB tð Þ�HIsing;P a; bð Þ; ð5Þ
where �HIsing;P a; bð Þ :¼ a�HIsingþbHP, and the two controllable
parameters a and b are the ‘problem scale’ and ‘penalty scale’,
respectively, which we can tune between 0 and 1 in our
experiments and optimize. Note that our scheme, as embodied
in equation (5), implements QAC: HP energetically penalizes

every error E it does not commute with, for example, every single-
qubit error EAU(2) such that E/=sz.

To illustrate this, consider the case where E¼ sy
ij
. Early in the

quantum annealing evolution when the transverse-field Hamilto-
nian dominates, such an error corresponds to a phase-flip error,
while late in the evolution when the Ising Hamiltonian dominates
it is a bit-flip error. Denoting the instantaneous ground state
of the total encoded Hamiltonian minus the penalty term,
~HðtÞ � AðtÞHX þ aBðtÞ�HIsing, by �cðtÞ

�� �
and the ‘erred’ state by

fðtÞj i � E �cðtÞ
�� �

(either another ground state or an excited state
of ~HðtÞ), the instantaneous energy difference between the erred
state and the ground state is fðtÞh j�HðtÞ fðtÞj i� �cðtÞ

	 ��
�HðtÞ �cðtÞ

�� �
¼ DðtÞþ 2bBðtÞ, where 2bBðtÞ ¼ fðtÞh jbHP fðtÞj i

� �cðtÞ
	 ��bHP

�cðtÞ
�� �

� 0 and DðtÞ � fðtÞh j~HðtÞ fðtÞj i� �cðtÞ
	 ��

~HðtÞ �cðtÞ
�� �

� 0. Thus, the EP will suppress thermal excitations
from the ground state to the erred state except early in the
evolution when B(t)¼ 0. In contrast, an error that commutes with
the penalty term, such as any pure phase-flip error sz

ij
, is not

penalized.

Benchmarking using antiferromagnetic chains. Having speci-
fied the general scheme, which in particular is applicable to any
problem that is embeddable on the encoded graph shown in
Fig. 1c, we now focus on antiferromagnetic chains. In this case,
the classical ground states at t¼ tf are simply the doubly degen-
erate states of nearest-neighbour spins pointing in opposite
directions. This allows us to benchmark our QAC strategy while
focusing on the role of the controllable parameters, instead of the
complications associated with the ground states of frustrated Ising
models35,49. Moreover, chains are dominated by domain wall
errors17, which as we explain below are a particularly challenging
scenario for our QAC strategy.

As a reference problem, we implemented an N-qubit
antiferromagnetic chain with HIsing(a)¼ a

PN � 1
i¼1 sz

i s
z
iþ 1.

We call this problem ‘unprotected’ (U) since it involves no
encoding or penalty. We can augment the U strategy by
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Figure 2 | Unprotected chains and the classical decoding strategy. Shown

is a comparison of the experimental U and C results for chains of length N,

along with the binomial theory prediction 1� (1� p)4, for problem scale

a¼0.3. The U series is the input for the binomial theory. Here and in all

subsequent figures error bars are calculated over the set of embeddings

and express the s.e.m. s/
ffiffiffi
S
p

, where s2¼ 1
S

PS
i¼1 xi��xð Þ2 is the sample

variance and S¼ 5,000 is the number of samples.
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implementing four unpenalized parallel N-qubit chains:
HIsingðaÞ¼a

P4
j¼1

PN � 1
i¼1 sz

ij
sz

ij þ 1. We can decode the parallel
chains in two ways. The first, which is our best classical
alternative approach (C), treats the parallel chains as independent
runs. If the chains are independent, this increases the success
probability from p for the U strategy to 1� (1� p)4 for the C
strategy. As shown in Fig. 2, this prediction is in good overall
agreement with our experimental results, with small deviations
(probably due to crosstalk) appearing only for the longest chains.
The binomial theory always gives an upper bound on the
experimental results, suggesting that deviations from theory may
be attributable to correlated errors in the experimental device.

The second decoding strategy is to treat each triple of bits
ij

 �3

j¼1 as an encoded bit i, which is decoded via majority vote.
We call this the ‘no penalty’ (NP) strategy since it is the
QAC strategy with b¼ 0. As a third reference problem, we
implemented a chain of �N-encoded qubits with an EP:
�HIsing; Pða; bÞ ¼ a

P�N � 1
i¼1 sz

i s
z
iþ 1þ bHP. When we add majority

vote decoding to the EP strategy we have our complete QAC
strategy. Comparing the probability of finding the ground state in
the U, C, NP, EP and QAC cases allows us to isolate the effects
of the various components of the error correction strategy.
As antiferromagnetic chains have two degenerate ground states,

below we consider the ground state for any given experimentally
measured state to be that with which the majority of the decoded
qubits align.

Experimental success probabilities. The performance of the
different strategies is shown in Fig. 3. Our key finding is the high
success probability of the complete QAC strategy for a¼ 1
(Fig. 3a), improving significantly over the four other strategies as
the chain length increases, and resulting in a fidelity 490% for all
chain lengths. The relative improvement is highest for low values
of a, as seen in Fig. 3d. The C strategy outperforms the QAC
strategy for sufficiently small chain lengths, but its performance
drops quickly for large chain lengths. Furthermore, the crossover
occurs at smaller chain lengths as the problem scale a is
decreased. The NP strategy is competitive with QAC for relatively
short chains but its performance also drops rapidly. The EP
probability is initially intermediate between the U and (C, NP)
cases, but always catches up with the (C, NP) data for sufficiently
long chains and overtakes both for sufficiently small a. This
shows that the EP strategy can be better than the purely classical
strategies but by itself is insufficient, and it must be supplemented
by decoding as in the complete QAC strategy.
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Figure 3 | Success probabilities of the different strategies. Panels a–c show the results for antiferromagnetic chains as a function of chain length for a¼ 1,

0.6 and 0.3, respectively. At the largest chain lengths, the QAC strategy gives the largest success probability for all problem energy scales a, showing

significant improvements over all other strategies studied. The solid blue lines in the U case are best fits to 1/(1þ qN2) (Lorentzian), yielding

q¼ 1.94� 10�4, 5.31� 10�4, 3.41� 10� 3 for a¼ 1, 0.6 and 0.3, respectively. This rules out a simple classical thermalization process, which would predict

an exponential decay with N (see Supplementary Equation (2) in Supplementary Note 2). Panel d compares the U and QAC strategies at N¼ �N¼86 and

aA{0.1, 0.2, y, 1.0}. Chains shown in a depict the U (top), C (middle) and {NP, EP, QAC} (bottom) cases. In the bottom case, physical qubits of the same

colour form an encoded qubit.
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Since a sets the overall problem energy scale, it is inversely
related to the effective noise strength. This is clearly visible in
Fig. 3a–d (see also Fig. 5), where the overall success probability
improves significantly over a range of a values. The unprotected
chains are reasonably well fit by a Lorentzian, whereas a
classical model of independent errors (see Supplementary
Note 2) fails to describe the data as it predicts an exponential
dependence on N. Additional details, including from experiments

on the D-Wave One ‘Rainier’ processor are given in
Supplementary Note 1. We turn next to an analysis and
explanation of our results.

Optimizing the penalty scale b. To obtain the performance of
the EP and QAC strategies shown in Fig. 3, we optimized
b separately for each strategy and for each setting of a and �N .
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does not recover probability lost to decodable states and requires a larger optimal b to increase the ground-state energy gap and reduce the error rate.
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To understand the role of b consider first how increasing b affects
the size and position of the gap D. The excitations relevant to our
error correction procedure are to the second excited state and
above, since the ground state becomes degenerate at tf. In Fig. 4a
we show that the relevant gap grows with increasing b, as desired.
The gap position also shifts to the left, which is advantageous
since it leaves less time for thermal excitations to act while the
transverse field dominates. However, the role of b is more subtle
than would be suggested by considering only the gap. When
booa the penalty has no effect, and when bca the penalty
dominates the problem scale and the chains effectively comprise
decoupled encoded qubits. Thus, there should be an optimal b for

each (N , a) pair, which we denote as bopt. Without decoding we
expect boptBa based on the argument above, which is confirmed
in Fig. 5 (upper panels). Note that when b¼ 0.1, the penalty is too
small to be beneficial, and hence the poor performance for that
value in the EP case.

In the QAC case another effect occurs: the spectrum is
reordered so that undecodable states become lower in energy than
decodable states. This is explained in Fig. 4b. Consider the three
configurations shown. While the left and middle configurations
are decodable, the right-side configuration is not. For sufficiently
large a the undecodable state is always the highest of the three
indicated excited states. The graph at the bottom of panel b shows
the Ising gap as a function of b for a ¼ 0.3. While for sufficiently
small b such that 4b, 2aþ 2bo6a both decodable states are lower
in energy than the undecodable state, the undecodable state
becomes the first excited state for sufficiently large b. This
adversely affects the success probability after decoding, as is
verified numerically in the inset of panel a, which shows the
results of an adiabatic master equation44 calculation for the same
problem, yielding the undecoded ground-state probability PGS

and the decoded ground-state probability PS (for model details
and parameters, see the Methods section). While for bo0.6
decoding helps, this is no longer true when for b40.6 the
undecodable state becomes the first relevant excited state.
Consequently, we again expect there to be an optimal value of
b for the QAC strategy that differs from bopt for EP. These
expectations are borne out in our experiments; Fig. 5 (lower
panels) shows that bopt is significantly lower than in the EP case,
which differs only via the absence of the decoding step. The
decrease in bopt with increasing a and chain length can be
understood in terms of domain wall errors (see below), which
tend to flip entire encoded qubits, thus resulting in a growing
number of undecodable errors. However, the benefit of even a
small non-zero value for bopt at large chain lengths is critical in
improving the outcome of the QAC strategy over the NP
strategy as observed in Figs 3 and 5, and can be viewed as indirect
evidence of quantum effects. For additional insight into the
roles of the penalty qubits a and b see Supplementary Notes 3
and 4.
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Figure 6 | Hamming distance histograms. Observed errors in encoded 86 qubit antiferromagnetic chains, at a¼ 1 and the near-optimal b¼0.2.

Panel a is a histogram of Hamming distances from the nearest of the two degenerate ground states, measured in terms of physical qubits. The periodicity

of four observed for Hamming distance Z20 reflects the flipping of an entire encoded qubit. Inset: Hamming distance in terms of encoded qubits.

The peaks at Hamming distance zero are cut off and extend to 63.6% (88.3%) for the physical (encoded) case. Panel b is a histogram of the errors

as a function of encoded qubit position (colour scale) within the chain. Errors on encoded problem qubits are at Hamming distance 1, 2 or 3. Flipped

penalty qubits are shown in the inset. The majority of errors are the flipping of entire encoded qubits (the flipped penalty qubits occur in conjunction

with the flipping of all three problem qubits), corresponding to domain walls. Furthermore, errors occur predominantly at the chain boundaries, since

errors cost half the energy there. The mirror symmetry is due to averaging over the two equivalent chain directions.

0 50 100 150
0

5

10

15

20

Physical Hamming distance from ground state

E
ne

rg
y 

of
 o

bs
er

ve
d 

st
at

e 
re

la
tiv

e 
to

 g
ro

un
d 

st
at

e

0

0.2

0.4

0.6

0.8

1

Figure 7 | Decodability analysis. The fraction of decodable states out of all

states (colour scale) observed at a given Hamming distance from the

nearest degenerate ground state (measured in physical qubits), and given

energy above the ground state (in units of Jij¼ 1), for �N¼ 86 and a¼ 1.

Decodable states are observed predominantly at low Hamming distance

and not necessarily at the lowest energy.

ARTICLE NATURE COMMUNICATIONS | DOI: 10.1038/ncomms4243

6 NATURE COMMUNICATIONS | 5:3243 | DOI: 10.1038/ncomms4243 | www.nature.com/naturecommunications

& 2014 Macmillan Publishers Limited. All rights reserved.

http://www.nature.com/naturecommunications


Error mechanisms. Solving for the ground state of an anti-
ferromagnetic Ising chain is an ‘easy’ problem, so why do we
observe decreasing success probabilities? As alluded to earlier,
domain walls are the dominant form of errors for anti-
ferromagnetic chains, and we show next how they account for the
shrinking success probability. We analyse the errors on the pro-
blem versus the penalty qubits and their distribution along the
chain. Figure 6a is a histogram of the observed decoded states at a
given Hamming distance d from the ground state of the �N ¼ 86
chains. The large peak near d¼ 0 shows that most states are
either correctly decoded or have just a few flipped bits. The quasi-
periodic structure seen emerging at dZ20 can be understood in
terms of domain walls. The period is four, the number of physical
qubits per encoded qubit, so this periodicity reflects the flipping

of an integer multiple of encoded qubits, as in Fig. 4b. Once an
entire encoded qubit has flipped and violates the anti-
ferromagnetic coupling to, say, its left (thus creating a kink), it
becomes energetically preferable for the nearest neighbour-
encoded qubit to its right to flip as well, setting off a cascade of
encoded qubit flips all the way to the end of the chain. The inset is
the encoded Hamming distance histogram, which looks like a
condensed version of the physical Hamming distance histogram
because it is dominated by these domain wall dynamics.

Rather than considering the entire final state, Fig. 6b integrates
the data in Fig. 6a and displays the observed occurrence rates of
the various classes of errors per encoded qubit in �N ¼ 86 chains.
The histograms for one, two and three problem qubits flipping
in each location are shown separately. The states shown at

0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

175

176

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194

195

196

197

198

199

200

201

202

203

204

205

206

207

208

209

210

211

212

213

214

215

216

217

218

219

220

221

222

223

224

225

226

227

228

229

230

231

232

233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

349

350

351

352

353

354

355

356

357

358

359

360

361

362

363

364

365

366

367

368

369

370

371

372

373

374

375

376

377

378

379

380

381

382

383

384

385

386

387

388

389

390

391

392

393

394

395

396

397

398

399

400

401

402

403

404

405

406

407

408

409

410

411

412

413

414

415

416

417

418

419

420

421

422

423

424

425

426

427

428

429

430

431

432

433

434

435

436

437

438

439

440

441

442

443

444

445

446

447

448

449

450

451

452

453

454

455

456

457

458

459

460

461

462

463

464

465

466

467

468

469

470

471

472

473

474

475

476

477

478

479

480

481

482

483

484

485

486

487

488

489

490

491

492

493

494

495

496

497

498

499

500

501

502

503

504

505

506

507

508

509

510

511

Figure 8 | Connectivity graph of DW2. The connectivity graph of the DW2 ‘Vesuvius’ processor consists of 8�8 unit cells of eight qubits (denoted

by circles), connected by programmable inductive couplers (lines). The 503 green (red) circles denote functional (inactive) qubits. Most qubits connect to

six other qubits. In the ideal case, where all qubits are functional and all couplers are present, one obtains the non-planar ‘Chimera’ connectivity graph.

NATURE COMMUNICATIONS | DOI: 10.1038/ncomms4243 ARTICLE

NATURE COMMUNICATIONS | 5:3243 | DOI: 10.1038/ncomms4243 | www.nature.com/naturecommunications 7

& 2014 Macmillan Publishers Limited. All rights reserved.

http://www.nature.com/naturecommunications


Hamming distance 1 in the histogram are decodable, and together
represent the contribution of the majority vote decoding to the
overall success probability (note that some errors have already
been suppressed via the EP term, as shown in the EP series in
Fig. 3 and discussed earlier in the text). Flipped penalty qubits are
shown in the inset and are essentially perfectly correlated with
d¼ 3 errors, indicating that a penalty qubit flip will nearly always
occur in conjunction with all problem qubits flipping as well.
Thus, the penalty qubits function to lock the problem qubits into
agreement, as they should (further analysis of the role of the
penalty qubit in error suppression is presented in Supplementary
Note 3). The overwhelming majority of errors are one or more
domain walls between encoded qubits. The domains occur with
higher probability the closer they are to the ends of the chain,
since kink creation costs half the energy at the chain boundaries.
The same low barrier to flipping a qubit at the chain ends also
explains the large peaks at d¼ 1.

Our majority vote-decoding strategy correctly decodes errors
with d¼ 1, incorrectly decodes the much less frequent d¼ 2
errors and is oblivious to the dominant d¼ 3 domain wall errors,
which present as logical errors. Therefore, the preponderance of
domain wall errors at large �N is largely responsible for the drop
seen in the QAC data in Fig. 3. The two-qubit problem analysed
in Fig. 4a,b suggests that logical errors can dominate the low-
energy spectrum. We observe this phenomenon in Fig. 7, which
shows that decodable and undecodable states separate cleanly by
Hamming distance but not by energy, with many high-energy
states being decodable states. In this sense the problem of chains
we are studying here is in fact unfavourable for our QAC scheme,

and we might expect better performance for computationally
hard problems involving frustration.

Figure 7 lends itself to another interesting interpretation.
Quantum annealing is normally understood as an optimization
scheme that succeeds by evolving in the ground state, but how
much does the energy of the final state matter when we
implement error correction? Figure 7 shows that a small
Hamming distance is much more strongly correlated with
decodability than the final state energy: the latter can be quite
high while the state remain decodable. Thus, the decoding
strategy tolerates relatively high-energy final states.

Discussion
This work demonstrates that QAC can significantly improve the
performance of programmable quantum annealing even for the
relatively unfavourable problem of antiferromagnetic chains,
which are dominated by encoded qubit errors manifested as
domain walls. We have shown that increasing the problem energy
scale by encoding into encoded qubits, introducing an optimum
penalty strength b to penalize errors that do not commute with
the penalty term, and decoding the excited states, reduces the
overall error rate relative to any strategy that does less than these
three steps, which comprise the complete QAC strategy.

The next step is to extend QAC to problems where the correct
solution is not known in advance, and is in fact the object of
running the quantum annealer. Optimization of the decoding
scheme would then be desirable. For example, detected errors
could be corrected by solving a local optimization problem,
whereby the values of a small cluster of encoded qubits that were
flagged as erroneous and their neighbours are used to find the
lowest energy solution possible. Other decoding schemes could be
devised as needed, drawing, for example, on recent developments
in optimal decoding of surface codes50. Another important venue
for future studies is the development of more efficient QAC-
compatible codes capable of handling larger weight errors.
Ultimately, the scalability of quantum annealing depends on the
incorporation of fault-tolerant error correction techniques, which
we hope this work will help to inspire.

Methods
Experiment details. Most of our experiments were performed on the D-Wave
Two (DW2) ‘Vesuvius’ processor at the Information Sciences Institute of the
University of Southern California. The device has been described in detail
elsewhere32,51,52. The D-Wave processors are organized into unit cells consisting of
eight qubits arranged in a complete, balanced bipartite graph, with each side of the
graph connecting to a neighbouring unit cell, as seen in Fig. 8, known as the
‘Chimera’ graph53,54. The D-Wave One ‘Rainier’ processor is the predecessor of the
DW2 and was used in our early experiments; it is described and compared with the
DW2 in the Supplementary Methods and in Supplementary Note 1. The annealing
schedule for the DW2 is shown in Fig. 9.

All our DW2 results were averaged over 24 embeddings of the chains on the
processor (except U in Figs 2 and 3d, which used 188 embeddings), where an
embedding assigns a specific set of physical qubits to a given chain. After
programming the couplings, the DW2 device was cooled for 10 ms, and then
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5,000 annealing runs per embedding were performed using the minimum DW2
annealing time of tf ¼ 20ms for every problem size N, �NA{2, 3,y, 86}, aA{0.1, 0.2,
..., 1.0} and bA{0.1, 0.2, ..., 1.0}. Annealing was performed at a temperature of
17 mK (E2.2 GHz), with an initial transverse field starting at A(0)E33.8 GHz,
going to zero during the annealing, while the couplings are ramped up from near
zero to B(tf)E20.5 GHz.

Error bars. Error bars in all our DW2 plots were calculated over the set of
embeddings and express the s.e.m. s/

ffiffiffi
S
p

, where s2¼ 1
S

PS
i¼1 xi � �xð Þ2 is the sample

variance and S is the number of samples.

Code and non-code states. The ‘code states’ �0iij ¼ 0i1 :::0in ij and �1iij ¼ 1i1 :::1in ij
of the encoded Ising Hamiltonian equation (3) are eigenstates of sz

i with
eigenvalues n and � n, respectively. ‘Non-code states’ are the remaining 2n� 2
eigenstates, having at least one bit-flip error. The states �0iij �0ji; �1ii �1ji

������ and
�0iij �1ji; �1ii �0ji

������ are eigenstates of sz
i s

z
j , also with eigenvalues n and � n,

respectively. Therefore, the ground state of �HIsing is identical, in terms of the
code states, to that of the original unencoded Ising Hamiltonian, with N¼ �N .

Proof that the encoded graph is non-planar. The solution of the Ising model
over the encoded graph over the processor, shown in Fig. 1c is an NP-hard
problem, just as the same problem over the original hardware graph is NP-hard.
The key lies in the effectively three-dimensional nature of both graphs; the
ground state of Ising spin glasses over non-planar lattices is an NP-hard
problem40.

We provide a graphical proof of non-planarity for the encoded graph here.
The existence of a subgraph homeomorphic to the K3,3 complete bipartite graph
with three vertices on each side is sufficient to prove that a given graph is
non-planar55. This subgraph may take as its edges paths within the graph being
studied. We take a section of the encoded graph and, by performing a series of
allowed moves of condensing paths to edges, show that the section is indeed
homeomorphic to K3,3.

We begin with an 18-qubit section of the regular encoded graph, shown in
Fig. 10a. This encoded graph is then condensed along its paths by repeatedly
removing two edges and a vertex and replacing them with a single edge
representing the path. A clear sequence of these moves is shown in Fig. 10b–d. The
studied subgraph has now been condensed into the form of the desired K3,3 graph,
as is made clear by labelling and rearranging the vertices as in Fig. 10e. The
encoded graph is therefore proved non-planar.

Adiabatic Markovian master equation. To derive the master equation used in
performing the simulations, we consider a closed system with Hamiltonian

H tð Þ ¼ HS tð ÞþHB þ g
X
a

Aa � Ba; ð6Þ

where HS(t) is the time-dependent system Hamiltonian (which in our case takes
the form given in equation (2)), HB is the bath Hamiltonian, {Aa} are Hermitian
system operators, {Ba} are Hermitian bath operators and g is the system–bath
interaction strength (with dimensions of energy). Under suitable approximations, a
master equation can be derived from first principles44 describing the Markovian
evolution of the system. This equation takes the Lindblad form56:

d
dt

r tð Þ ¼ � i
�h

HS tð ÞþHLS tð Þ; r tð Þ½ � þ g2

�h2

X
a;b

X
o

gab oð Þ

� Lb;o tð Þr tð ÞLya;o tð Þ� 1
2

Lya;o tð ÞLb;o tð Þ; r tð Þ
n o� 


;

ð7Þ

where HLS is the Lamb shift term induced by the interaction with the thermal bath,
o is a frequency, gab(o) is a positive matrix for all values of o and La,o(t) are time-
dependent Lindblad operators. They are given by

La;o tð Þ ¼
X
o

d�ho;Dba tð Þ ea tð Þ Aaj jeb tð Þh ijea tð Þi eb tð Þh j; ð8Þ

gab oð Þ ¼
Z1

�1

dt eiot eiHB tBae� iHB tBb
	 �

; ð9Þ

HLS tð Þ ¼ g2

�h

X
ab

X
o

Sab oð ÞLya;o tð ÞLb;o tð Þ; ð10Þ

SabðoÞ ¼
Z1

�1

do0gabðo0ÞP
1

o�o0

� 

; ð11Þ

where P is the Cauchy principal value, Dba(t)�eb(t)� ea(t), and the states |ea(t)S
are the instantaneous energy eigenstates of HS(t) with eigenvalues ea(t) satisfying

HS tð Þ ea tð Þi ¼ ea tð Þ ea tð Þijj ; ð12Þ

For our simulations, we considered independent dephasing harmonic oscillator
baths (that is, each qubit is coupled to its own thermal bath) such that

X
a

Aa � Ba ¼
X
a

sz
a �

X
k

bk;aþ b
y
k;a

� �
; ð13Þ

where bk,a and b
y
k;a are, respectively, lowering and raising operators for the kth

oscillator of the bath associated with qubit a and satisfying [bk,a,byk0 ;a]¼ dk,k0 for all
a. Furthermore, we assume an Ohmic spectrum for each bath such that

g2gab oð Þ ¼ da;b
2pg2Zo

1� e� b�ho e�o=oc ; ð14Þ

where b is the inverse temperature, Z (with units of time squared) characterizes the
Ohmic bath and oc is a UV cutoff. In our simulations, we fix oc¼ 8pGHz to
satisfy the approximations made in deriving the master equation (see Albash
et al.44 for more details), and we fix b� 1/�hE2.2 GHz to match the operating
temperature of 17 mK of the D-Wave device. The only remaining free parameter is
the effective system–bath coupling

k � g2Z=�h2; ð15Þ

that we vary to find the best agreement with our experimental data. Further details
are given in Supplementary Note 2.
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