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We show that quantum subdynamics of an open quantum system can always be described by a linear,
Hermitian map irrespective of the form of the initial total system state. Since the theory of quantum error
correction was developed based on the assumption of completely positive (CP) maps, we present a generalized
theory of linear quantum error correction, which applies to any linear map describing the open system evolu-
tion. In the physically relevant setting of Hermitian maps, we show that the CP-map-based version of quantum
error correction theory applies without modifications. However, we show that a more general scenario is also
possible, where the recovery map is Hermitian but not CP. Since non-CP maps have nonpositive matrices in
their range, we provide a geometric characterization of the positivity domain of general linear maps. In
particular, we show that this domain is convex and that this implies a simple algorithm for finding its boundary.
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I. INTRODUCTION

The problem of the formulation and characterization of
the dynamics of quantum open systems has a long and ex-
tensive history [1-3]. This problem has become particularly
relevant in the context of quantum information processing
[4], where a remarkable theory of quantum error correction
(QEC) was developed in recent years to address the problem
of how to process quantum information in the presence of
decoherence and imperfect control [5]. A key assumption
common to many previous QEC studies is that the evolution
of the quantum information processor can be described by a
succession of completely positive (CP) maps [6], interrupted
by unitary gates or measurements [7]. However, it is well
known that if the initial total system state is entangled, quan-
tum dynamics is not described by a CP map [8—12]. In fact,
we showed very recently in Ref. [13] that a CP map arises if
and only if the initial total system state has vanishing quan-
tum discord [14], i.e., is purely classically correlated. One is
thus naturally led to ask whether this impacts the applicabil-
ity of QEC theory under circumstances where nonclassical
initial state correlations play a role. Here “initial state” does
not refer exclusively to the “r=0" point but also to interme-
diate times where the recovery map is applied since this map
was also assumed to be CP in standard quantum error cor-
rection theory [7]. Motivated by this fact we here critically
revisit the CP maps assumption in QEC and show that it can
be relaxed.! To do so, we first consider the problem of char-
acterizing the type of map that describes open system evolu-
tion given an arbitrary initial total system state (Sec. II). We
show that this map is always a linear, Hermitian map (of
which CP maps are a special case). We then argue that the
generic noise map describing the evolution of a quantum

'Note that this is issue is entirely distinct from the critique of
Markovian fault tolerant QEC expressed in [15], which was con-
cerned with the compatibility of other assumptions of fault-tolerant
QEC (specifically, fast gates and pure ancillas) with rigorous deri-
vations of the Markovian limit.
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computer as it undergoes fault tolerant quantum error correc-
tion (FT-QEC) is indeed not a CP map but rather such a
Hermitian linear map (Sec. III). The reason is, essentially,
that imperfect error correction results in residual nonclassical
correlations between the system and the bath as the next
QEC cycle is applied. To deal with this, we develop a gen-
eralized theory of QEC which we call “linear quantum error
correction” (LQEC), which applies to arbitrary linear maps
on the system (Sec. IV). Then we show that, fortunately, the
CP-map-based version of QEC theory applies without modi-
fications in the physically relevant setting of Hermitian
maps. However, we show that a more general scenario is also
possible, where the recovery map is Hermitian but not CP.
This is useful since it obviates the unrealistic assumption that
the recovery ancillas enter the QEC cycle as classically cor-
related with the other system qubits. Our results significantly
extend the realm of applicability of QEC, in particular to
arbitrarily correlated system-environment states. We con-
clude in Sec. V.

II. QUANTUM DYNAMICAL PROCESSES AND MAPS

In this section we prove a basic result, that a quantum
dynamical process can always be represented as a linear Her-
mitian map from the initial to the final system-only state. In
doing so we rely heavily on our previous work [13].

The dynamics of open quantum systems can be described
as follows. Consider a quantum system S coupled to another
system B with respective Hilbert spaces Hg and Hp, such
that together they form one isolated system, described by the
joint initial state (density matrix) pgg(0). Their joint time-
evolved state is then

psp(t) = UDpsp(0)U' (1), (1)

where U(t) is the unitary propagator of the joint system-bath
dynamics from the initial time =0 to the final time ¢, i.e., the

solution to the Schrodinger equation U=—(i/%)[H, U], where
H is the joint system-bath Hamiltonian. The object of interest
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is the system S, whose state at all times ¢ is governed accord-
ing to the standard quantum-mechanical prescription by the
following quantum dynamical process (QDP):

ps(1) = Trgl psp(1)] = Tra[ Usp(t) psp(0) Usp(t) 1, (2)

where Trp represents the partial trace operation, correspond-
ing to an averaging over the bath degrees of freedom [3].

The QDP [Eq. (2)] is a transformation from pgz(0) to
ps(t). However, since we are not interested in the state of the
bath, it is natural to ask the following: under which condi-
tions on pgp(0) is the QDP a map P(1),

ps(t) = Po(1)[ps(0)], (3)

and what are the properties of this map?

In general, a map is an association of elements in the
range with elements in the domain. Here we use the term
“map” solely to indicate a state-independent transformation
between two copies of the same Hilbert space, in particular
HSHHS.Z Then, a well-known partial answer is that if
psp(0) is a tensor product state, i.e., pgp(0)=ps(0) ® pg(0),
then the QDP [Eq. (2)] is a CP map. A more general answer
was provided in [13]. To explain this answer we must first
introduce some terminology.

A. Various linear maps

A map ®:B(H)— B(H) (space of bounded operators on
'H) is linear if ®[ap,+bp,|=aP[p,]+bP[p,] for any pair of
states p;,p,: H+—"H and constants a,b € C. A linear map is
called Hermitian if it maps all Hermitian operators in its
domain to Hermitian operators. We first present an operator
sum representation for arbitrary and Hermitian linear maps
that generalizes the standard Kraus representation for CP
maps [6]. The proof is presented in Appendix A.

Theorem 1. A map O : 0, — M, (where M, is the space
of nXn matrices) is linear if and only if (iff) it can be rep-
resented as

D (p) = X, ELpEL, (4)

where the “left and right operation elements” {E,} and {E_}
are, respectively, m X n and n X m matrices. @y is a Hermit-
ian map iff

Dyy(p) = X coEopEL, o€ R. (%)

We will sometimes denote a linear map by listing its ele-
ments, as in & ={E,,E.} _,. Note that a linear map &
={E,,E.}_, is trace preserving if 3 _ | E''E,=1I. Also note
that the two sets of operation elements {E,,E.}._, and
{Fg,Fghp_ys where Fg=3(_,u,gk, and F.L,:E;:lvaﬁE;, rep-
resent the same linear map @y if the matrices u and v satisfy
uw'=L

This is meant to exclude claims that system state-dependent
transformations qualify as CP maps, as in Ref. [16]. In such cases
the elements of the transformation (the “Kraus operators”) depend
on the system input state, which contradicts our notion of a map.
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As a simple example of a non-CP Hermitian map consider
the inverse-phase-flip map. The well-known CP phase-flip
map is [4] Ppp(p)=(1-p)p+po.po,, where 0=p=1 and o,
is the diagonal Pauli matrix. Solving for ®pi from
O Ppr(p)]=p, we find that Dpi(p)=cop+c0.p0., where
¢;=p/(2p-1) and cy=1-c, and ¢y, ¢; have opposite sign for
0<p<1. Moreover, Tr[fbgllp(p)]:Tr(p). Therefore (1)1311: is a
trace-preserving Hermitian non-CP map.

A linear map is called CP if it is a Hermitian map with
¢,=0 Va. This definition is equivalent to the more common
definition that a CP map is a linear map satisfying both @
=0 and ®; ®1,=0 Vn e Z*, where I, is the n-dimensional
identity operator [3,4]. CP maps play a key role in quantum
information and quantum error correction [4] although they
have a much earlier origin [6,17]. It turns out that there is a
tight connection between CP and Hermitian maps [10,11]: a
map is Hermitian iff it can be written as the difference of two
CP maps.

The definition of a CP map ®p implies that it can be
expressed in the Kraus operator sum representation [6]:

ps(t) = 2 EL(Dps(0)EL () = Dp(D[ps(0)].  (6)

If the operation elements E, satisfy EHEZEQ:I then
Trlps(1)]=1.

B. Special linear states

Following Ref. [13], we define the class of “special-
linear” (SL) states for which the QDP [Eq. (2)] always re-
sults in a linear Hermitian map. An arbitrary bipartite state
on Hy® Hp can be written as

Psp= E 04l © ¢y (7)

where {|i>}?=i’;1 "s is an orthonormal basis for Hg and
{q’),-j}i;.rleS:HBHHB are normalized such that if Tr ¢;;] # 0
then Tr{ ¢;;]=1. The corresponding reduced system and bath
states are then ps=2; ;) ccQ;li)(j|, where C={(i,j)|Tr[ ¢;]
=1} and pg(0)=2,0,,¢;. Hermiticity and normalization of
psps ps, and pg imply 0;;=07, ¢ij=¢;iv and 2,;0;=1.

Definition 1. A bipartite state pgp, parametrized as in Eq.
(7). is in the SL class if either Tr{ ¢;;]=1 or ¢;;=0, Vi,j.

Thus a non-SL state is a state for which there exist in-
dexes i and j such that Tr[ ¢;;]=0 but ¢; # 0. The following
result proven in Ref. [13] (generalizing an earlier result in
Ref. [12]) provides an almost complete answer to the ques-
tion posed above:

Theorem 2 (Theorem 2 of [13]). If pgp(0) is an SL-class
state then the QDP [Eq. (2)] is a linear Hermitian map
Dy pg(0)— ps(t).

A further result proven in Ref. [13] (theorem 3 there)
provides necessary and sufficient conditions on pgg(0) for the
QDP [Eq. (2)] to be a CP map, namely, psz(0) should be a
state with vanishing quantum discord [14]. Such a state can-
not contain any quantum correlations. This clearly illustrates
the limitations of CP maps in describing quantum dynamics.
At the same time one may wonder as to the generality of the
SL-class employed in theorem 2. Non-SL states are sparse
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[13] so it is in this regard that we stated that theorem 2
provides an almost complete answer to the question posed
above. However, we can go further. As mentioned without
proof in Ref. [13], in fact the QDP [Eq. (2)] is a linear Her-
mitian map from pg(0)— ps(7) for any initial state pgz(0). We
next prove this key fact.

C. Hermitian maps for arbitrary initial states

We split the general initial state representation [Eq. (7)]
into a sum over SL and non-SL terms (thus splitting {@;;} and
{¢;;} into two sets):

psp0)= 2 aliyile e+ 2 Byl ® vy (8)
ije(SL) ije(nSL)

In accordance with the definition of SL states, in the first sum
we include only terms a;|i)(j| ® ¢;; for which Tr[¢;;]# 0 or
@;=0, and in the second we include only terms B;][i){j|
® ¢ with bath operators {¢;;} satisfying ¢; # 0 and Tr{;]
=0. By virtue of this decomposition only the first term con-
tributes to the initial system state, pg(0)=Trg[psz(0)]
=3,;s0)a;)(j|. This is because the condition Tr[;]=0
eliminates any contribution from the second term in the de-
composition [Eq. (8)] to the initial system state. Conse-
quently Eq. (3) assumes an affine form

Dq(1)ps(0)] = Psr (D ps(0)] + Kiysi. (1), )

with the term K,g (¢) being a shift that is independent of

ps(0).
As shown in Ref. [13], the linear map dg; is constructed
as a function of the bath operators {¢;}:

O (Nps(0)] = 2

(i.j) e (SL)sk,ex

NIV Pps(0)P(WE)T,

(10)

where P,=|i){i| are projectors, )\Z are the singular values in
the singular value decomposition ¢,<j=2a)\’({1|x§;)(y§, and the
operators Vi, =(i|Ulx{) and Wi =(gy/Ulyj;) act on the
system only, with {|¢;)} being an orthonormal basis for the
bath Hilbert space Hp.

In addition, the non-SL terms in Eq. (8) generate the shift
term

K (D= X By Tra[ Uss )| @ ;Ukx(0]. (11)

ije(nSL)

This shows explicitly that K,g () does not depend on the
initial system state since the latter is fully parametrized by
the coefficients {;};;c(s), While K, () depends only upon
the coefficients {;};; c nsL)-

Now we take a further step to argue that the affine map
[Eq. (9)] is actually a linear Hermitian map if the map acts
only on the space of density matrices. This is a direct appli-
cation of a result in Ref. [10].

Theorem 3. Given a unitary transformation Ugg(f), the
QDP [Eq. (2)] is representable as a linear, Hermitian map
®y(1): ps(0)—pg(r) for any initial system-bath state pro-
vided all the parameters {f;};jcms) and bath operators
{(Pij}ije(SL) and {¢ij}ije(nSL) are fixed.
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Proof. Let N=dim H;. Let Fy=1, and let {F,:Tr(F,)

:0}2’31 be a basis for the set of traceless Hermitian matrices
which are mutually orthogonal with respect to the Hilbert-
Schmidt inner product, i.e., Tr(F W ,,)=N6Mv. Hence the ini-
tial system state ps(0) can be expanded as

N>-1
1
pS(O) = N(I-*_ El b,uF,u) 5 b/,c = Tr[pS(O)F,u] = <F,u,>ps(())’
u=

(12)
and the final system state is found to be
N>-1
1
ps(t) = N Og (D) + 21 b, ®g (F,) | + Kys(2)
.
=®y(1)[ps(0)], (13)

where @y is constructed by setting Py(l)=Dg (1)
+NK,s1.(t) and ®y(F,)=Dg (F,) 1=Vu=N>-1. Since
ps(0) is uniquely determined by the coefficients {a;};;c(s1) in
the given system basis {|i)}, while ®y(7) is fixed once Ugg(f)
and all the parameters {B};cms) and bath operators
{oitijc(st) and g} nst) are fixed, pg(t) is uniquely deter-
mined by pg(0) via the linear map ®y(z). That this map is
Hermitian is simple to verify for all the components are Her-
mitian. |

Theorem 3 provides a complete and perhaps surprising
answer to the question posed at the beginning of this section.
Namely, the most general form of a quantum dynamical pro-
cess irrespective of the initial system-bath state (in particular
arbitrarily entangled initial states are possible) is always re-
ducible to a Hermitian map from the initial system to the
final system state. The surprising aspect of this result is that
it was not known previously whether QDP could always
even be reduced to a map between system states.

We re-emphasize that Eq. (9) is a map from pg(0) to pg(z)
provided that the unitary Ugg, all the parameters {83;};; c (ns1)»
and bath operators {¢;;};; (s1) and {#;};jcms1) are fixed, i.e.,
are the same for all initial states pg(0). The latter operators
quantify the role of initial correlations in the dynamics of an
open system [13]. Thus, in our formulation the initial
system-bath correlations must remain the same for different
initial system states. This reduces to the standard prescription
that the bath state must remain fixed when the initial system-
bath state is a product state. However, it is easy to see that in
general we are fixing more than just the initial bath state:
pB(O):EiiE(SL)aii(Pii+EiiE(nSL)Biil//ii’ i.e., the initial bath state
is determined only by the diagonal elements.

Of course, this result does not resolve the more difficult
question of ensuring the positivity of the final system state.
That is, a Hermitian map may transform an initially positive
system state to a nonpositive one, violating the postulate of
positivity of quantum states. To resolve this one must iden-
tify the “positivity domain” of ®y, i.e., the set of initial
system states (positive by definition) which are mapped to
positive states by @y [10]. We address this in the next sub-
section.
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D. Geometric characterization of the positivity domain

In this subsection we prove the convexity of the positivity
domain and propose a geometric method for characterizing
it. Let S(H)={pe L(H):p>0,Tr p=1}, where L(H) is the
set of all linear operators on H. The positivity domain of a
linear map @ :S(H)—B(H) is Pp={peS(Hy): P (p)
>0}

Following earlier work [18-20], in Ref. [21], a complete
geometric characterization of density matrices was given by
using the Bloch vector representation for an arbitrary
N- dimensional Hilbert space . This works as follows: let

{F, } ! be a basis set as in the proof of theorem 3, whence
expans1on (12) applies again. The vector b=(b, ... ,by2_;)
e RV of expectation values is known as the Bloch vector,
and knowing its components is equivalent to complete
knowledge of the corresponding density matrix via the map

b— (I +EN 1b F,). Let n denote a unlt vector, i.e., n

e RV By and ENZI 1n =1, and define F, Eﬁ_lln F,. Let the
minimum elgenvalue of each F, be denoted m(Fn) The
“Bloch space” B(RNZ") is the set of all Bloch vectors and is
a closed convex set since the set S() is closed and convex,
and the map b+~ p is linear homeomorphic. As shown in
theorem 1 of Ref. [21], the Bloch space is characterized in
the “spherical coordinates” determined by {F,} as

1
=7m <F,.>|} (1)

It is hard to imagine a more intuitive or simpler geometric
picture.

Next we show that the positivity domain is a convex set
as well.

Proposition 1. The positivity domain Pg, of a linear map
@, is a convex set.

Proof. Consider two density matrices p and p’ as interior
points of Pg with corresponding Bloch vectors b
=(by,...,by2_;) and b’—(b,,... N2 ). The claim is that a
third density matrix p” with corresponding Bloch vector
b"(a)=ab+(1-a)b’, with 0=a =1, is then also interior to
Pg. This follows directly by linearity ot; the map &, . First,
(I)L[p] & [y(I+205"'b,F,)]1>0  and

B(RN2_1)={ =meRV “Ly

by assumption

(I)L[p ] (I)L[ (I+2N lb F ]>0 SO that aq)L[p]+(1
—-a)®[p']> O Second
N-1
a® [p]+(1-a)®[p']= CDL[]%/I] +a 2 b,u.q)L[Fp,]
pu=1
N2-1

+(1-a) 2 b,®[F,]
u=1

N1

=0 | I+ 2 bIF,)

=0 [p"].

Therefore indeed ®;[p”]>0. [ |
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We are now ready to describe an algorithm for finding the
boundary of the positivity domain Pg. We know at this point
that Py, is convex and that Py, is a subset of the Bloch space,
itself a closed convex set. Pick a unit vector n and draw a
line through the origin of the Bloch space along n. If Pg
includes the origin, i.e., the maximally mixed state, then con-
vexity implies that this line intersects the boundary of Pg
once. If Pg, does not include the origin then convexity im-
plies that this line either intersects the boundary of Py, twice
or not at all. That is, it follows from convexity that the line
may not re-enter the positivity domain once it exited. In or-
der to determine this boundary we may thus compute the
eigenvalues of ®;[p,(r)] as a function of r, where r is the
parameter in Eq. (14) and where p,(r) is the density matrix
determined via the mapping b=rm+>p. The computation
should start from =0 and go up to at most r=1/|m(F,)|. The
boundary is identified as soon as one the eigenvalues of
@, [pn(r)] go from all positive semidefinite to at least one
negative or vice versa. For each unit vector n, the corre-
sponding point on the border of the positivity domain can be
found in this way. Then the algorithm constructs the bound-
ary of the positivity domain by finding the boundary points
in all directions n. Of course, in practice one can only sample
the space of unit vectors n and factors r. In principle this
yields a complete geometrical description of the positivity
domain of a given linear map.

III. CP MAPS AND FAULT TOLERANT QUANTUM
ERROR CORRECTION

A. CP maps: Pro and con

We have already mentioned that a QDP [Eq. (2)] becomes
a CP map iff the initial system-bath state has vanishing quan-
tum discord, i.e., is purely classically correlated [13]. The
standard argument in favor of CP maps is that since the
system S may be coupled with the bath B, the maps describ-
ing physical processes on S should be such that all their
extensions into higher-dimensional spaces should remain
positive, i.e., ®Pp®I1,=0 VnelZ*, where I, is the
n-dimensional identity operator. However, one may question
whether this is the right criterion for describing quantum
dynamics [8]. An alternative viewpoint is to seek a descrip-
tion that applies to arbitrary pgg(0), as we have done above.
We now argue that this viewpoint is the correct one for FT-
QEC.

B. (In)validity of the CP map model in FT-QEC

Let us show that system-environment correlations impose
a severe restriction on the applicability of CP maps in FT-
QEC. The CP map model used in FT-QEC [22-29] can be
described as follows [see, e.g., Eq. (8.1) in [28]]: pg(T)
=T 10)[pslio)]. where
DEH(T10) = D y(t)) ° Peplty, o),
(15)

Dy(ty) o Pepltysty-y) “

where T=ty is the total circuit time and where ®;[pq]
=UgpUy} is a unitary map (automatically CP) that describes
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an ideal quantum logic gate.3 This represents the idea used
repeatedly in FT-QEC that the noisy evolution at every time
step can be decomposed into “pure noise” ®Pcp(t;,t;,_;) fol-
lowed by an instantaneous and perfect unitary gate ®(z;).
More precisely, in FT-QEC one assumes that the evolution
starts (t=t,=0) from a product state, then undergoes a CP
map Pep(t;,1y) due to coupling to the environment, followed
by an instantaneous error correction step @ (z;). If the latter
were perfect then the post-error-correction state would again
be a product state pg(7;) ® pg(t;). However, FT-QEC allows
for the fact that the error correction step is almost never
perfect, which means that there is a residual correlation be-
tween system and bath at #,. Hence, according to Ref. [13],
the map that describes the evolution of the system is a CP
map if and only if the residual correlation is purely classical.
Otherwise it is a Hermitian map. To make this point more
explicit, consider a sequence of two noise time steps, inter-
rupted by one error correction step. In the ideal scenario,
where the error correction step ®(¢,) works perfectly (i.e.,
reduces the system-bath correlations to purely classical), we
would have

q)(c%(fz,fo) = Dp(ty,11) © Dy(ty) ° Deplty, 1) (16)

where ®p(t,,1;) is again a CP noise map. However, in real-
ity ®(z;) works imperfectly [system-bath correlations are
not purely classical after the action of ®(#,)], and the actual
map obtained is

q)g)(tz,fo) = Dy(ty,11) o P(ty) ° Deplty 1), (17)

where ®y(r,,1;) is now a Hermitian map. Note that, in fact,
even the assumption that the first noise map is CP will not be
true in general due to errors in the preparation of the initial
state, leading to nonclassical correlations between system
and bath. We conclude that in general the CP map model
[Eq. (15)] should be replaced by

q)}-(l)t(Ta to) = Dylty) o Pylty.ty_y) - Dylty) o Pylty. 1),

(18)

where ®y(7;,7;_,) are Hermitian maps, not necessarily CP.*
It is worth emphasizing that this distinction between
purely classical and other correlations, and the resulting dif-
ference between CP and Hermitian evolution, is not a dis-
tinction that has thus far been made in FT-QEC theory.
Rather, in FT-QEC one distinguishes between “good” and
“bad” fault paths, where the former (latter) contain only a
few (too many) errors. Quoting from [30]: “there are good
fault paths with so-called sparse numbers of faults which
keep being corrected during the computation and which lead
to (approximately) correct answers of the computation; and
there are bad fault-paths which contain too many faults to be
corrected and imply a crash of the quantum computer.” This
leads to a splitting of the total map [Eq. (15)] into a sum over
good and bad paths. One then shows that the computation

3In this subsection we denote noise maps by their initial and final
times to distinguish them from the instantaneous unitary maps.

“Note that Eq. (18) applies also to non-Markovian noise and is
hence complementary to Hamiltonian FT-QEC [30-32].
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can proceed robustly via the use of concatenated codes pro-
vided that the bad paths are appropriately bounded. In [28]
(p. 1272) it was pointed out that the sum over good paths
need not be a CP map but can be decomposed into a new
sum over CP maps [Eq. (8.13) there]. This new decomposi-
tion can then be treated using standard FT-QEC techniques.
However, this assumes again that the total evolution is a CP
map, which in fact it is not [Eq. (18)].

These observations motivate a generalized theory of QEC,
which can handle non-CP noise maps. This is the subject of
the next section. The main result of this theory is reassuring:
in spite of the invalidity of the CP map model in FT-QEC,
the CP-map based results apply because the same encoding
and recovery that corrects a Hermitian map can be used to
correct a closely related CP map, whose coefficients are the
absolute values of the Hermitian map. This is formalized in
corollary 1.

IV. LINEAR QUANTUM ERROR CORRECTION

Having argued that non-CP Hermitian maps arise natu-
rally in the study of open systems, and in particular FT-QEC,
we now proceed to develop the theory of linear QEC. For
generality we do this for arbitrary linear maps, i.e., maps of
form (4). We then specialize to the physically relevant case
of Hermitian maps.

Let us first recall the fundamental theorem of standard
QEC (for CP noise and CP recovery maps) [7]: let P be a
projection operator onto the code space. Necessary and suf-
ficient conditions for quantum error correction of a CP map,
Deplp)=Z,FipF| are

PFIF;P=\;P Vij, (19)

where the matrix of coefficients A;; is Hermitian. An elegant
proof of this theorem and a construction of the corresponding
CP recovery map was given in Refs. [4,33]; we use some of
their methods in the proofs of theorems 4 and 5.

A. CP-recoverable linear noise maps

While general (non-Hermitian) linear maps of the form
(4) do not arise from quantum dynamical processes [Eq. (2)],
it is still interesting from a purely mathematical standpoint to
consider QEC for such maps. Moreover, we easily recover
the physical setting from these general considerations.

Theorem 4 shows that there is a class of linear noise maps
which are equivalent to certain non-trace-preserving CP
noise maps when it comes to error correction using CP re-
covery maps.

Theorem 4. Consider a general linear noise map Py (p)
—EN 1E,pE'T and associate to it an “expanded” CP map

Dep(p)=3=N EipEj +33N E/pE]". Then any QEC code C
and corresponding CP recovery map R for (f)cp are also a
QEC code and CP recovery map for ®;.

Proof. The operation elements of dep are {FJY,

3E} and  {Fy, Y {\2 WY, whence  ®Dcp(p)
F pF The standard quantum error correction condi-

tlon (19) for ®cp, where

—{
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= 2(T y):)ﬁ, (20)
Y o

becomes three sets of conditions in terms of the E; and E;:

()PEJE;P=2a;P, (i)PE]'E]P=2aP,
(ili) PEJE| P =2y,P, (1)

where i,jE{l,...,N}, aij:)\ij’ 'yl] )\lN+j’ and a )\N+ZN+]
The existence of a projector P which satlsﬁes Egs.
(21)(i)—(iii) is equivalent to the existence of a QEC code for

®p. Assuming that a code C has been found (i.e., PC=C) for

<I~>CP, we use this as a code for @ and show that the corre-
sponding CP recovery map Rcp is also a recovery map for
®; . Indeed, let GjEEizﬁuijF ; be the new operation elements

for <I~)CP, where u is the unitary matrix that diagonalizes M\,

ie., u\u=d. Then Oep=33YG;pGl. Let Rep={Ry} be the

CP recovery map for d;Cp. Assume that p is in the code
space, i.e., PpP=p. We now show that Rcp[®; (p)]=p, i.e.,
we have CP recovery. First,

N
Rel®i(p)] =2 Rk(E F,-pF,Tvﬂ-)RZ

k i=1
N 2N

=> 2y

= Ui UNi
=l jj=1

X 2 (RiG;P)p(PG,R}). (22)
k

Now, note that

PG{G/P =2, uju;PF|F;P= E ikt P = di S P.
ij
(23)
Then the polar decomposition yields
GP = U(PGG,P)"* = d,U,P. (24)
The recovery operation elements are given by
Ry=U}P,, (25)
where P, = UkPUZ. Therefore Pk=GkPU}:/\e"d_k. This allows
us to calculate the action of the kth recovery operator on the
Ith error [4,33]:
RGP = U\P|G,P = U(UPG}/Nd)GP = S;\d,P.
(26)
Therefore,

N 2N
Repl@L(p)]=2 X Uil jr E (5k,\dkP)P(P\’dk5k/ )

i=1 jj'=1

N
= PE (uduT)Nﬂ',i = PE Anyii
i=1 i=1

=2pTry'. (27)
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Next note that, using condition (21)(iii) and trace preserva-
tion by &y,

PE['E;P=2y}P

=2TryP= PEE’TEP P
o1
=Try' = 5 (28)
Hence, finally
RepelPL(p)]=p (29)
for any p in the code space. |

Note that Pcp(p) need not be trace preserving:

T Dcp(p) = 3T EN EJE+SY E['E)p], and  while
SN ENE=I 1f CDL is trace preserving, we do not have con-
ditions on SN EE; and =Y E/E].

We define the class of “CP-recoverable linear noise maps”
{Dcpr} as those ®; for which CP recovery is always pos-
sible. By theorem 4 this includes all ®; for which P can be
found satisfying conditions (21)(i)—(iii). However, these con-
ditions are not necessary.

B. Non-CP-recoverable linear noise maps

We now define “non-CP-recoverable linear noise maps”
{®,cpr} as those ®; for which non-CP-recovery is always
possible. Theorem 5 shows constructively that {®,cpr} in-
cludes all linear noise maps ®; for which P can be found
satisfying only conditions (21)(i) and (ii). Clearly,
{®cpt C{Peprt C{Prcpr} C{PL)

Theorem 5. Let @ ={E;,E/}, be a linear noise map. Then
every state p=PpP encoded using a QEC code defined by a
projector P satisfying only Egs. (21) can be recovered using
a non-CP recovery map.

Proof. Let Gy=2Zu;E; and G, =2u/E;, where the unitar-
ies u and u', respectively, diagonalize the Hermitian matrices
aand a': d=uTau and d’'=u'"a'u’. Define a recovery map
R={R;,R;} (not necessarily CP) with operation elements

R,=UP,, R,=U;'P;. (30)

Here P,=U,PU; and P,=U,PU," are projection operators,
and U; and Uk arise from the polar decomposition of
G and G.P, ie., GP=U(PG|G/P)? and G,P
—U,((PG,LTGkP)”2 The proof is entirely analogous to the
proof of theorem 4, except that we must keep track of both
the primed and unprimed operators. Following through the
same calculatlons we thus obtain RkG,\' \'dkék,\p and
R,G/\ p=+ dk 8\ p. Using this in the recovery map applied to
the linear noise map, we find

R[D(PpP)]= > REPpPE, 'R}
kl

=3 Rk(E u;;Gj)PpP@ UG *)R;L*
ki j i

=FLPpP = p, 31)

where
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_ EN I
F =2 uNddy 86
ijkl

_ P 1%
= E Mlkulk\rdkdk
kl

=Tr{u'd du']
=Tr{u'u’aa’) (32)

is a “correction factor” for non-CP recovery of linear noise
maps, which was 1 in the case of CP recovery, above. |

Gathering the expressions derived in the last proof, we
have the following explicit expressions for the left and right
recovery operations:

R.=UP|= %PZ uyEl, Ry = %PZ ulE]". (33)
Nd i Nd, i

This also shows that, in general, R, need not equal R,i, i.e.,

the recovery map is linear but not necessarily CP.

Note that standard QEC can also be interpreted as “error
correction by inversion,” in the following sense: when the
noise map is CP and recovery is also CP, recovery is the
inverse of the noise map restricted to the code space (theo-
rem III.3 in Ref. [7]). The same is true for our LQEC results
above, which relax the restriction to CP noise maps.

C. The physical case: Hermitian maps

The general physical case is the case of Hermitian noise
maps, to which any quantum dynamical process can be re-
duced, as follows from theorem 3. We can specialize theorem
4 to this case.

Corollary 1. Consider a Hermitian noise map Py(p)

—Eﬁlc KipK! and associate to it a CP map Pcp(p)
=% |c/K;pK]. Then any QEC code C and corresponding CP

recovery map Rcp for QJCP are also a QEC code and CP
recovery map for ®y.

The important conclusion we can draw from corollary 1 is
that standard QEC techniques apply whether the noise map is
CP or, as it will almost always be due to nonclassical corre-
lations, Hermitian. This is because corollary 1 tells us that it
is safe to replace all negative c; coefficients by their absolute
values and thus replace the actual noise map by its CP coun-
terpart.

Proof. We have ®y(p)= SN EpE!" with {E;=\c; K}l |
and {E] =(\¢; VK, 1Y, whence we can apply the construction
of theorem 4. Indeed, the ‘“expanded” CP map

becomes Dep(p)=33N EpEl +33N EIpE! =N |c/|K;pK],
as claimed, and hence a QEC code and CP recovery for (f>CP
is also a QEC code and CP recovery for ®@y. In particular,

Reel Pulp)]=p. u

Note that ®-p need not be trace preserving even in the
Hermitian map case. Indeed, Tr[®¢p(p)]=Tr[ =¥ 1|c|KTK pl,
but if ®y is trace preserving then we only have El 1€ K K;

=1 and hence cannot conclude more about Tr[(DqE(p)] Also
note that substitution of E;=vc; K and E!=(V¢)"K; into

the QEC conditions (21)(i)—(iii) yields a/ij— A ( r’)*a and
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,-j:(\—f% Q; j, i.e., unlike in the general linear maps case, the
matrices o' and vin Eq. (20) are not independent from «. In
fact, as shown in Appendix B we can give a direct proof of
corollary 1 which only invokes a single block of the N ma-

trix.

1. Example of CP recovery: Inverse bit-flip map

Consider “diagonalizable maps,” i.e., ®p(p) =.c;K;pK],
where ¢; e C. The expanded CP map is ®Pcp=3|c;|K;pK].
Now consider as a specific instance an independent-error in-
verse bit-flip map on three qubits: Dpp(p)=cop
+c122=1anXn, where X, is the Pauli o, matrix applied
to qubit n, where ¢, and c; are real, have opposite sign,
and cy+3c¢;=1 (a Hermitian map). Then ®ep=|colp
+|cl|Efl:]anXn, which is a non-trace-preserving version of
the well-known independent-error CP bit-flip map. The code
is  C=span{|0,)= =|111)} and P=|0,)0,]
+|1 i i

(B1] with Fy=v|co[I and F,5,
=\*"WX 1.2.3- Then by corollary 1 the same code (and corre-
sponding CP recovery map) also corrects ®pp. The CP
recovery map Recp has operation elements Ry=P and
{R, =—PX} ; indeed, it is easily checked that

n=1>

RCP[CIDIPF(PpP)] PpP for any state p e C.

tion for ®cp [Eq.

2. Hermitian recovery maps

Since Hermitian maps are the most general physical
maps, it is natural to consider Hermitian recovery of Hermit-
ian noise maps. We thus define Hermitian recovery maps
{Ry} as those Hermitian maps that correct a Hermitian noise
map Py, i.e., RyoPy(p) < p. The following result, a corol-
lary to theorem 5, presents a possible set of Hermitian recov-
ery maps.

Corollary 2. Consider a Hermitian noise map ®y(p)
—EN _1CiK; pK with error operators {K,} satisfying the rela-
tions PK K;P=a;P. Any Hermitian map Ry(p)
—EkhkRkka W1th recovery operators {R;} as in Eq. (25) and
{h} € R corrects the noise map dy.

The proof is given in Appendix C and employs a method
similar to that of the proof of theorem 5.

3. How does non-CP Hermitian recovery arise?

In standard QEC theory the recovery map is considered
CP. The reason for this is that the recovery ancillas are in-
troduced after the action of the noise channel so that they
enter in a tensor product state with the encoded qubits that
underwent the noise channel. The recovery map is obtained
in the standard setting by first applying a unitary over the
encoded qubits plus recovery ancillas, then tracing out the
recovery ancillas. This is manifestly a CP map over the en-
coded qubits.

Since we know that the recovery map experienced by the
encoded qubits is CP if and only if the initial state of the
encoded and recovery ancilla qubits has vanishing quantum
discord [13], it is clear how a non-CP recovery map can be
implemented: the recovery ancillas should have nonvanish-
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ing quantum discord with the encoded qubits. Since this will
still be a QDP, the resulting recovery map will be Hermitian
according to theorem 3.

Such a situation can come about in various ways. For
example, a scenario which is particularly relevant for quan-
tum computation and communication, is one where the envi-
ronment causes the recovery ancillas to become nonclassi-
cally correlated with the encoded qubits before the recovery
operation can be applied. This is a reasonable scenario since,
while the recovery ancillas are presumably kept pure and
isolated from the environment for as long as possible, at
some point they must be brought into contact with the en-
coded qubits, and at this point all qubits (encoded and recov-
ery ancillas) are susceptible to correlations mediated by the
environment. This is shown in Fig. 1.

V. CONCLUSIONS

This work aimed to fill two gaps: one in the theory of
open quantum systems, and a resulting gap in the theory of
quantum error correction. The first gap had to do with the
type of maps that describe open systems given arbitrary ini-
tial states of the total system. In fact, it was not a priori clear
that there should even be a linear map connecting the initial
to the final open system state for arbitrary initial total system
states. Building upon the class of “special linear states” we
introduced in [13] we showed here that in fact such a linear
map description does always exist, and moreover, for quan-
tum dynamics the map is always Hermitian. The map re-
duces to the completely positive type if and only if the initial
total system state has vanishing quantum discord [13]; in all
other cases it is Hermitian but not CP. This result, we argued,
impacts the theory of quantum error correction, where previ-
ously the assumption of CP maps was taken for granted. In
the second part of this work we filled this gap in QEC theory
by developing a theory of linear quantum error correction
(LQEC), which generalizes the CP-map-based standard
theory of QEC. We showed that to every linear map @y is
associated a CP map which, if correctable, also provides an
encoding with corresponding CP recovery map for ®; (theo-
rem 4). Moreover, it is possible to find a non-CP recovery for
®; within a larger class of codes (theorem 5). From a physi-
cal standpoint this result is actually too general, since only
Hermitian maps ever arise from quantum dynamics (to the
extent that the standard quantum dynamical process [Eq. (2)]
is valid). Hence we specialized LQEC to the Hermitian maps
case and showed that in this case standard QEC theory for
CP maps already suffices in the sense that it is legitimate to
replace a given Hermitian noise map by a corresponding CP
map obtained simply by taking the absolute values of all the
Hermitian map coefficients. Any QEC code which corrects
this CP map will also correct the original Hermitian map
(corollary 1). Nevertheless, there is room for a genuine gen-
eralization when one considers Hermitian maps since it is
also possible to perform QEC using Hermitian recovery
maps (corollary 2). We argued that, in fact, recovery maps
will generically be non-CP Hermitian maps since recovery
ancillas that are introduced into a quantum circuit prior to the
recovery step will become nonclassically correlated with the
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FIG. 1. (Color online) The initial system-bath state is the generi-
cally non-vanishing quantum discord (VQD) state pgp(fo). The en-
coded system S=D+E consists of data qubits D and encoding an-
cillas E. We also include the recovery ancillas R, which are
assumed to be completely isolated until they are brought into con-
tact with S and B at a later time. Thus the full initial state is
psa(to) ® pr(ty). The overall evolution is governed by the unitary
Ugrp, wWhich acts on the system S, the bath B, and eventually the
recovery ancillas R, and is denoted by the large gray box. The state
of the data qubits is p|,,=Trg g[psp(to)], a state which is as close as
possible (by isolating the system) to the desired pure data state |).
The state of each of the encoding ancillas is pjgy=Trz glpss(t)], a
state which is as close as possible (again, by isolating the system) to
the desired pure encoding ancilla state |0). Here Trzz denotes a
partial trace over all encoding ancillas and the bath, Trg: 5 denotes
a partial trace over all but one of the encoding ancillas and the bath.
Ideally, the encoding unitary Uy is then applied to the encoded
system. This is of course an idealization since in reality the encod-
ing operation will not be a perfect unitary; instead what is really
applied is Uggp(t;,1y), which is supposedly close to the ideal Ug
®Ig®Ip. Thus, after the encoding the total state is psgp(f))
=Ugrp(t1,10)[ psp(to) @ pr(to) [U%rp(t1,70) and the encoded system
state is pg(t])=Trg g[ psra(f1)]. The system is then passed through
the noise channel for the purpose of either computation or
communication, i.e.  pspp(ts)=Usgp(ts.11)psrp(t) Ulgp(ta.t1),
whence pg(ty) =Trg 5l psrp(t2)1= Pyl ps(t;)], where @y is a Hermit-
ian noise map since pgrp(#;) is generically a non-VQD state due to
the initial nonclassical correlations between S and B. The goal of
the error correction procedure is to recover the original encoded
system state from pg(,), and to this end we introduce recovery
ancillas R at #,. Similarly to the encoding ancillas, these recovery
ancillas are each in the state pjgy="Trg g glpsrp(t2)], a state which is
as close as possible to the desired pure recovery ancilla state |0).
Next, ideally the recovery unitary Ugp® Iy is applied. In reality
what is applied is Uggp(T,1,), which is supposedly close to the ideal
Ugr®Ip. Then the recovery ancillas are discarded and possibly
recycled, leaving the encoded system in the final state pg(7)
=Trg gl psrp(T)]=Rglps(t)], which can be measured. Since
psre(tr) is generically not a VQD state (due to nonclassical corre-
lations between S and R, mediated by their mutual interaction with
B), it is clear that the recovery map Ry is generically a non-CP
Hermitian map. We recover the CP recovery map scenario if, for
example, pgpp(t))=psp(t2) @ pr(ty). The assumption that this is not
the case is consistent with the working premise of this paper and is
equivalent in that regard to the assumption that the initial system-
bath state is not of the form pgg(ty) =ps(ty) ® pp(to).

environment and consequently with the rest of the system.
An interesting open question for future studies is whether

the results presented here have an impact on the threshold for

fault tolerant quantum error correction. For example, note
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that while CP recovery perfectly returns the encoded state
[Egs. (29) and (B8)], non-CP recovery only does so up to a
proportionality factor which depends on the details of the
noise and recovery maps [Fy in Eq. (32) and Fy in Eq. (C2)].
This proportionality factor—assuming non-CP recovery is
applied—may differ for different terms in the fault path de-
composition [28], an effect which may propagate into the
value of the fault tolerance threshold. This requires careful
analysis, which is beyond the scope of this paper.
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APPENDIX A: PROOF OF THEOREM 1

We use a method similar to Choi’s proof for a CP map
representation [34], recently clearly reviewed in Ref. [35].
The main difference between the proofs in Refs. [34,35] and
our proof is that in the previous proofs positivity allowed for
the use of standard diagonalization, whereas in the absence
of positivity we use the singular value decomposition [36].

Proof. Equation (4) immediately implies that ®; is a lin-
ear map. For the other direction, let M=X" LDl D]
, where |i) is a column vector with 1 at position i
and 08 elsewhere, and |p)=n""22 i) ®|i) is a maximally
entangled state over H ® H, where H is the Hilbert space

spanned by {|i)}"_,. M is also an n X n array of n X n matri-
ces, whose (i,j)th block is |i){j|. Construct two equivalent

expressions for (Z@®;)[M], where Z is the (nXn)
X (n X n) identity matrix. (i) (Z® ®;)[M] is an n X n array of
m X m matrices, whose (i,j)th block is ®,[|i){j|]. (ii) Con-
sider a singular value decomposition: (Z® ®)[M]=UDV
=S N Ulaa|V== \ Ju,)v,|. Here U and V are unitary,
and D=diag({\,}) is diagonal and \,=0 are the singular
values of (Z® ®, )[M]. Divide the column (row) vector |u,)
({(v,]) into n segments each of length m and define an m
Xn (nXm) matrix E, (E!) whose ith column (row) is the ith
segment; then E|i) (<1|E’T) is the ith segment of |u,) ((v,)).
Therefore the (i,j)th block of |u,)(v,| becomes E,|i){(j|E. .
Equating the two expressions in (i) and (ii) for the (i,)th

block of (Z® ®,)[M], we find O [DG]1=Z Ea|z>(¢E'*
Since N, =0 we can redefine E, as VA ,E, and E|, as W E!,
which we do from now on. Finally, the linearity assumptlon
on @, together with the fact that the set {|i)(j|}},.; spans
2, implies Eq. (4).

Next let us prove Eq. (5) for Hermitian maps. For an old
proof that uses very different techniques see Ref. [37]. Equa-
tion (5) immediately implies that ®y is a Hermitian map. For
the other direction, associate a matrix Lo, with the Hermit-
ian map ®y: p’'=dy(p) = p,,,=L,!p,, (summation over re-
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peated indices is implied). Hermiticity of p and its image p’
implies p,,,,=p,,, =Ly} P, =L pon e, Lf=Li" [38].
We can use this property of Lg to show that if Oy is a
Hermitian map, then Z® ®y is Hermiticity preserving. Con-
sider k)€l @ [n)(v]. Then M'=(Z® dy)[M]
|k><§| & Bry(In)(o) = MIARNE © L7400 (o].  Assume
that M'"g“ "= M#". This property holds for M=M=
where |d)>=dim(H)_”22i|i>®|i> is a maximally entangled
state over H®H (Mg‘m: 1). Then M = ME|&)K|
® Lyt | v)(n|= ME|E)K| ® L, |[v)(n|=M". Therefore WA
® ®p)[|pXH] is Hermltlan and in particular invertible. It
follows that the SVD used in the proof of theorem 1 can be
replaced by standard diagonalization (U=V"). In this case
the left and right singular vectors |u,)=(v,|" are the eigen-
vectors of (Z® ®y)[|d){(|] and c,=\, are its eigenvalues.
Then E,=E, in Eq. (4) and ¢, € R. |
We note that by splitting the spectrum of (Z
® Oy)[|h){#|] into positive and negative eigenvalues, {c},
=0} and {c¢, =0}, we have as an immediate corollary a fact
that was also noted in [10]: any Hermitian map can be rep-
resented as the difference of two CP maps: P(p)
=2, EopEy ~Z ¢ [ELpE, .

APPENDIX B: DIRECT PROOF OF COROLLARY 1

Proof. The operation elements of ®p are {F i:\f'HKi}?il,
whence ®cp(p)==Y FipF!. The standard quantum error

condition (19) for ®p is a set of conditions in terms of the
F:

i

(B1)

PF]F;P=p,P, ije{l,....N}.

The existence of a projector P which satisfies Eq. (B1) is

equivalent to the existence of a QEC code for CINDCP. Assum-

ing that a code C has been found (i.e., PC=C) for CI;cp, we
use this as a code for @y and show that the corresponding
CP recovery map Rcp is also a recovery map for ®@y. Indeed,

let G;=3Yu
(fCP—E G pG where u is the unitary matrrx that diago-
nalizes the Hermitian matrix B= [B”] u'Bu=d. Let

Rcp={R;} be the CP recovery map for <I>Cp Assume that p is
in the code space, i.e., PpP=p. We now show that
ReplPylp)]=p, i.e., we have CP recovery. First,

i;F'; be new operation elements for ®cp, ie.,

i=1 |

Repl Pulp)] E Rk(z —LF pFT>Rk

N

E

=1 |Ci|” =1

x 2 (RG;P)p(PG),RY)). (B2)
k

Now, note that, using Eq. (B1),
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PG{G/P = 2, uju;PF{F;P= 2, t;f3;u;;P = di 5P
ij ij
(B3)
Then the polar decomposition yields GP= U(PG]GP)"?
—\dekP The recovery operation elements are given by
Rk: U]T(Pk, Pk: UkPUk (B4)
Therefore szGkPUZ/vgk. This allows us to calculate the
action of the kth recovery operator on the /th error:

RGP =UPG/P=U(UPGNd)G,P = 8,\d.P.

(BS)
Therefore,
N . N
i # r
Relu(p)]=2 1 2 ey S (8 \d P)p(P\d,8,;7)
i=1 ij,j’=l k
Y c
—(udu");;
i=1 Ci|
N
(2 |ﬁ”) (B6)
i=1

Next note that, using condition (B1) and trace preservation
by CDH’

PFF,P= B,,P=>2 |B“
i=1 i

N N
CA
=PY, —~FIFP=P> cK/KP=P
i=1 Ci| i=1
N
=5 |ﬂ” =1. (B7)

i=1

Hence, finally
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ReplPr(p)]=p (B8)

for any p in the code space. |

APPENDIX C: PROOF OF COROLLARY 2

Proof. Let {Fi=\|c/K}Y,; we simply use the identities
given in the proof of the previous theorem—specifically Eq.
(B6)—to calculate RyoPy(p)

N

Rul®Pu(p)]=2 hkRk<E T zPFT)RT
k

i=1 |

N c N
= E hk_l E M:MUI

i=1 |Ci|j!j/:1

- '
X 2 (8;\dP)p(PNdy ;1)
k

= PPPE A |E gy
i=1 i
=FyPpP > p, (C1)
where
Noe
Fy=>, —](udhu*),-,-, (C2)
i=1 1Ci

where h=diag({h;}) and Fy is a “correction factor” for Her-
mitian recovery of Hermitian noise maps, which was 1 in the
case of CP recovery, above. |
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